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# Data

As with Homework 4, all the numeric values you need, other than 0.05, 0, 1, 2 and 3 are defined below:

Year=c(1936, 1946, 1951, 1963, 1975, 1997, 2006)  
CaloriesPerRecipeMean <- c(2123.8, 2122.3, 2089.9, 2250.0, 2234.2, 2249.6, 3051.9)  
CaloriesPerRecipeSD <- c(1050.0, 1002.3, 1009.6, 1078.6, 1089.2, 1094.8, 1496.2)  
CaloriesPerServingMean <- c(268.1, 271.1, 280.9, 294.7, 285.6, 288.6, 384.4)  
CaloriesPerServingSD <- c(124.8, 124.2, 116.2, 117.7, 118.3, 122.0, 168.3)  
ServingsPerRecipeMean <- c(12.9, 12.9, 13.0, 12.7, 12.4, 12.4, 12.7)  
ServingsPerRecipeSD <- c(13.3, 13.3, 14.5, 14.6, 14.3, 14.3, 13.0)  
  
CookingTooMuch.dat <- data.frame(  
 Year=Year,  
 CaloriesPerRecipeMean = CaloriesPerRecipeMean,  
 CaloriesPerRecipeSD = CaloriesPerRecipeSD,  
 CaloriesPerServingMean = CaloriesPerServingMean,  
 CaloriesPerServingSD = CaloriesPerServingSD,  
 ServingsPerRecipeMean = ServingsPerRecipeMean,  
 ServingsPerRecipeSD = ServingsPerRecipeSD  
)  
  
sample.size <- 18  
tenth.increment <- 0.10  
hundredth.increment <- 0.100  
idx.1936 <- 1  
idx.2006 <- length(CaloriesPerRecipeMean)  
idxs36\_07 <- c(idx.1936,idx.2006)  
alpha=0.05

Nearly all the same restrictions apply. Specifically

* There are 6 exercises. Choose 4 to be graded.
* One of the exercises must be completed in both SAS and R. Make sure you document this in the output.
* The other 3 exercises are to be complete in either R or SAS. Make sure you document this in the output.
* You may choose to work the other exercises. If you do, put these *after* the exercises you want graded. Otherwise, we’ll grade the first four exercises and stop grading there. Time permitting, we’ll provide feedback on the additional exercises.
* You are not required to write additional (other than previous Homework) functions for this exercise, but you may. You will be expected to clearly document additional functions - identify the expected inputs and outputs.
* There are no unit tests for this exercise. Where applicable, you should compare your results to comparable results in previous homework.
* This is an exercise in working with data tables. For three exercises, you will create data tables from sequences; for the last two you are expected to read data from files. One requires you to convert a data table to matrices, without calling data.frame directly.
* If you choose SAS, some of the exercises will require you to transfer data between PROC IML and the DATA step. You may need to redefine macros from previous assignments.

# Exercise 1

Repeat the analysis from Exercise 1, Homework 4. This time, the results wil be in a data table with 49 rows. There will be 7 columns in the final table, Year1, Year2, Mean1, SD1, Mean2, SD2 and CohenD. This table will have the same duplications as your matrix in Homework 4 (don’t worry, we’ll remove those in later exercises).

## Part a

Create a data table where each row represents a different combination between years. It should look something like:

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| Year1 | Year2 | Mean1 | Mean2 | SD1 | SD2 |
| 1936 | 1936 | 2123.8 | 2123.8 | 1050.0 | 1050.0 |
| 1946 | 1936 | 2122.3 | 2123.8 | 1002.3 | 1050.0 |
| 1951 | 1936 | 2089.9 | 2123.8 | 1009.6 | 1050.0 |
| 1963 | 1936 | 2250.0 | 2123.8 | 1078.6 | 1050.0 |
| … | … | … | … | … | … |
| 1936 | 1946 | 2123.8 | 2122.3 | 1050.0 | 1002.3 |
| 1946 | 1946 | 2122.3 | 2122.3 | 1002.3 | 1002.3 |
| … | … | … | … | … | … |

Start with the vectors defined in Data. You can reuse the matrices from the last homework, if you wish, or you can create new sequences while constructing the data table

If you do this exercise in SAS, use IML to create the vectors, the use CREATE to create a data table.

#Initial Data frame setup  
Year1.df <- data.frame(  
 Year1 = rep(CookingTooMuch.dat$Year[1:7],idx.2006)  
)  
Year2.df <- data.frame(  
 Year2 = rep(CookingTooMuch.dat$Year[1:7],each=idx.2006)  
)  
Mean1.df <- data.frame(  
 Mean1 = rep(CookingTooMuch.dat$CaloriesPerRecipeMean[1:7],idx.2006)  
)  
Mean2.df <- data.frame(  
 Mean2 = rep(CookingTooMuch.dat$CaloriesPerRecipeMean[1:7],each=idx.2006)  
)  
SD1.df <- data.frame(  
 SD1 = rep(CookingTooMuch.dat$CaloriesPerRecipeSD[1:7],idx.2006)  
)  
SD2.df <- data.frame(  
 SD2 = rep(CookingTooMuch.dat$CaloriesPerRecipeSD[1:7],each=idx.2006)  
  
)  
  
#Final data frame setup  
CPR.df <- data.frame(  
 Year1.df,  
 Year2.df,  
 Mean1.df,  
 Mean2.df,  
 SD1.df,  
 SD2.df  
 )  
  
CPR.df

## Year1 Year2 Mean1 Mean2 SD1 SD2  
## 1 1936 1936 2123.8 2123.8 1050.0 1050.0  
## 2 1946 1936 2122.3 2123.8 1002.3 1050.0  
## 3 1951 1936 2089.9 2123.8 1009.6 1050.0  
## 4 1963 1936 2250.0 2123.8 1078.6 1050.0  
## 5 1975 1936 2234.2 2123.8 1089.2 1050.0  
## 6 1997 1936 2249.6 2123.8 1094.8 1050.0  
## 7 2006 1936 3051.9 2123.8 1496.2 1050.0  
## 8 1936 1946 2123.8 2122.3 1050.0 1002.3  
## 9 1946 1946 2122.3 2122.3 1002.3 1002.3  
## 10 1951 1946 2089.9 2122.3 1009.6 1002.3  
## 11 1963 1946 2250.0 2122.3 1078.6 1002.3  
## 12 1975 1946 2234.2 2122.3 1089.2 1002.3  
## 13 1997 1946 2249.6 2122.3 1094.8 1002.3  
## 14 2006 1946 3051.9 2122.3 1496.2 1002.3  
## 15 1936 1951 2123.8 2089.9 1050.0 1009.6  
## 16 1946 1951 2122.3 2089.9 1002.3 1009.6  
## 17 1951 1951 2089.9 2089.9 1009.6 1009.6  
## 18 1963 1951 2250.0 2089.9 1078.6 1009.6  
## 19 1975 1951 2234.2 2089.9 1089.2 1009.6  
## 20 1997 1951 2249.6 2089.9 1094.8 1009.6  
## 21 2006 1951 3051.9 2089.9 1496.2 1009.6  
## 22 1936 1963 2123.8 2250.0 1050.0 1078.6  
## 23 1946 1963 2122.3 2250.0 1002.3 1078.6  
## 24 1951 1963 2089.9 2250.0 1009.6 1078.6  
## 25 1963 1963 2250.0 2250.0 1078.6 1078.6  
## 26 1975 1963 2234.2 2250.0 1089.2 1078.6  
## 27 1997 1963 2249.6 2250.0 1094.8 1078.6  
## 28 2006 1963 3051.9 2250.0 1496.2 1078.6  
## 29 1936 1975 2123.8 2234.2 1050.0 1089.2  
## 30 1946 1975 2122.3 2234.2 1002.3 1089.2  
## 31 1951 1975 2089.9 2234.2 1009.6 1089.2  
## 32 1963 1975 2250.0 2234.2 1078.6 1089.2  
## 33 1975 1975 2234.2 2234.2 1089.2 1089.2  
## 34 1997 1975 2249.6 2234.2 1094.8 1089.2  
## 35 2006 1975 3051.9 2234.2 1496.2 1089.2  
## 36 1936 1997 2123.8 2249.6 1050.0 1094.8  
## 37 1946 1997 2122.3 2249.6 1002.3 1094.8  
## 38 1951 1997 2089.9 2249.6 1009.6 1094.8  
## 39 1963 1997 2250.0 2249.6 1078.6 1094.8  
## 40 1975 1997 2234.2 2249.6 1089.2 1094.8  
## 41 1997 1997 2249.6 2249.6 1094.8 1094.8  
## 42 2006 1997 3051.9 2249.6 1496.2 1094.8  
## 43 1936 2006 2123.8 3051.9 1050.0 1496.2  
## 44 1946 2006 2122.3 3051.9 1002.3 1496.2  
## 45 1951 2006 2089.9 3051.9 1009.6 1496.2  
## 46 1963 2006 2250.0 3051.9 1078.6 1496.2  
## 47 1975 2006 2234.2 3051.9 1089.2 1496.2  
## 48 1997 2006 2249.6 3051.9 1094.8 1496.2  
## 49 2006 2006 3051.9 3051.9 1496.2 1496.2

## Part b.

Below is a wrapper function that accepts a vector as a parameter and returns Cohen’s for values in that vector. Modify this function so that it selects appropriate elements from the vector and calls \*\*your\* Cohen’s function from the previous homework. Assume that table.row is a row from the data table you created in Part a.

# cohen.wrapper <- function(table.row) {  
# return(cohen.d(table.row[3],table.row[5],table.row[4],table.row[6]))  
  
#Cohen's d function for use with Cohen Wrapper  
d\_12 <- function(m\_1,m\_2,s\_1,s\_2) {  
d\_12\_var <- (abs(m\_1-m\_2))/(sqrt((s\_1^2 + s\_2^2)/2))  
return(d\_12\_var)  
}  
  
  
cohen.wrapper <- function(table.row) {  
 return(d\_12(table.row[3],table.row[4],table.row[5],table.row[6]))  
}  
  
CohenD.df <- data.frame(  
 cohen.wrapper(CPR.df)   
)  
colnames(CohenD.df) <- c("CohenD")  
  
CohenD.df

## CohenD  
## 1 0.0000000000  
## 2 0.0014613799  
## 3 0.0329126822  
## 4 0.1185648879  
## 5 0.1031988304  
## 6 0.1172813930  
## 7 0.7180655556  
## 8 0.0014613799  
## 9 0.0000000000  
## 10 0.0322081482  
## 11 0.1226529318  
## 12 0.1069122990  
## 13 0.1212878216  
## 14 0.7300001111  
## 15 0.0329126822  
## 16 0.0322081482  
## 17 0.0000000000  
## 18 0.1532541622  
## 19 0.1374083574  
## 20 0.1516529874  
## 21 0.7537385973  
## 22 0.1185648879  
## 23 0.1226529318  
## 24 0.1532541622  
## 25 0.0000000000  
## 26 0.0145768162  
## 27 0.0003680766  
## 28 0.6148491002  
## 29 0.1031988304  
## 30 0.1069122990  
## 31 0.1374083574  
## 32 0.0145768162  
## 33 0.0000000000  
## 34 0.0141025177  
## 35 0.6248568588  
## 36 0.1172813930  
## 37 0.1212878216  
## 38 0.1516529874  
## 39 0.0003680766  
## 40 0.0141025177  
## 41 0.0000000000  
## 42 0.6119970024  
## 43 0.7180655556  
## 44 0.7300001111  
## 45 0.7537385973  
## 46 0.6148491002  
## 47 0.6248568588  
## 48 0.6119970024  
## 49 0.0000000000

If you choose SAS for this exercise, define a macro to implement Cohen’s formula, using syntax compatible with IML. This macro should have four parameters appropriate for Cohen’s .

## Part c

Compute CohenD and add this to your table using apply and the wrapper function in Part b. Print this table and compare to the matrix you produced in Homework 4.

If you choose SAS, create a second data table, starting with the data table in part a (use SET in the data statement). Insert your macro in the body of this data step. Print your table. Use the names of your data table as parameters to this macro. Your macro will be replaced with the formula; assign the macro invocation a data variable CohenD.

# using Apply function to compute CohenD column  
CohenD <- apply(CPR.df,1,cohen.wrapper)  
  
#Adding new column to data frame  
cbind(CPR.df,CohenD)

## Year1 Year2 Mean1 Mean2 SD1 SD2 CohenD  
## 1 1936 1936 2123.8 2123.8 1050.0 1050.0 0.0000000000  
## 2 1946 1936 2122.3 2123.8 1002.3 1050.0 0.0014613799  
## 3 1951 1936 2089.9 2123.8 1009.6 1050.0 0.0329126822  
## 4 1963 1936 2250.0 2123.8 1078.6 1050.0 0.1185648879  
## 5 1975 1936 2234.2 2123.8 1089.2 1050.0 0.1031988304  
## 6 1997 1936 2249.6 2123.8 1094.8 1050.0 0.1172813930  
## 7 2006 1936 3051.9 2123.8 1496.2 1050.0 0.7180655556  
## 8 1936 1946 2123.8 2122.3 1050.0 1002.3 0.0014613799  
## 9 1946 1946 2122.3 2122.3 1002.3 1002.3 0.0000000000  
## 10 1951 1946 2089.9 2122.3 1009.6 1002.3 0.0322081482  
## 11 1963 1946 2250.0 2122.3 1078.6 1002.3 0.1226529318  
## 12 1975 1946 2234.2 2122.3 1089.2 1002.3 0.1069122990  
## 13 1997 1946 2249.6 2122.3 1094.8 1002.3 0.1212878216  
## 14 2006 1946 3051.9 2122.3 1496.2 1002.3 0.7300001111  
## 15 1936 1951 2123.8 2089.9 1050.0 1009.6 0.0329126822  
## 16 1946 1951 2122.3 2089.9 1002.3 1009.6 0.0322081482  
## 17 1951 1951 2089.9 2089.9 1009.6 1009.6 0.0000000000  
## 18 1963 1951 2250.0 2089.9 1078.6 1009.6 0.1532541622  
## 19 1975 1951 2234.2 2089.9 1089.2 1009.6 0.1374083574  
## 20 1997 1951 2249.6 2089.9 1094.8 1009.6 0.1516529874  
## 21 2006 1951 3051.9 2089.9 1496.2 1009.6 0.7537385973  
## 22 1936 1963 2123.8 2250.0 1050.0 1078.6 0.1185648879  
## 23 1946 1963 2122.3 2250.0 1002.3 1078.6 0.1226529318  
## 24 1951 1963 2089.9 2250.0 1009.6 1078.6 0.1532541622  
## 25 1963 1963 2250.0 2250.0 1078.6 1078.6 0.0000000000  
## 26 1975 1963 2234.2 2250.0 1089.2 1078.6 0.0145768162  
## 27 1997 1963 2249.6 2250.0 1094.8 1078.6 0.0003680766  
## 28 2006 1963 3051.9 2250.0 1496.2 1078.6 0.6148491002  
## 29 1936 1975 2123.8 2234.2 1050.0 1089.2 0.1031988304  
## 30 1946 1975 2122.3 2234.2 1002.3 1089.2 0.1069122990  
## 31 1951 1975 2089.9 2234.2 1009.6 1089.2 0.1374083574  
## 32 1963 1975 2250.0 2234.2 1078.6 1089.2 0.0145768162  
## 33 1975 1975 2234.2 2234.2 1089.2 1089.2 0.0000000000  
## 34 1997 1975 2249.6 2234.2 1094.8 1089.2 0.0141025177  
## 35 2006 1975 3051.9 2234.2 1496.2 1089.2 0.6248568588  
## 36 1936 1997 2123.8 2249.6 1050.0 1094.8 0.1172813930  
## 37 1946 1997 2122.3 2249.6 1002.3 1094.8 0.1212878216  
## 38 1951 1997 2089.9 2249.6 1009.6 1094.8 0.1516529874  
## 39 1963 1997 2250.0 2249.6 1078.6 1094.8 0.0003680766  
## 40 1975 1997 2234.2 2249.6 1089.2 1094.8 0.0141025177  
## 41 1997 1997 2249.6 2249.6 1094.8 1094.8 0.0000000000  
## 42 2006 1997 3051.9 2249.6 1496.2 1094.8 0.6119970024  
## 43 1936 2006 2123.8 3051.9 1050.0 1496.2 0.7180655556  
## 44 1946 2006 2122.3 3051.9 1002.3 1496.2 0.7300001111  
## 45 1951 2006 2089.9 3051.9 1009.6 1496.2 0.7537385973  
## 46 1963 2006 2250.0 3051.9 1078.6 1496.2 0.6148491002  
## 47 1975 2006 2234.2 3051.9 1089.2 1496.2 0.6248568588  
## 48 1997 2006 2249.6 3051.9 1094.8 1496.2 0.6119970024  
## 49 2006 2006 3051.9 3051.9 1496.2 1496.2 0.0000000000

# Exercise 2

In this exercise, we reproduce and extend the plot from Exercise 2, Homework 4.

## Part a

Create a data table with a sequence from x3 = using increments defined by tenth.increment, as before. Name this column X.

mu <- 0  
sigma <- 1  
  
 # Generating sequences for x3.df data frames  
 x3 <- seq(from=(mu-3\*sigma),to=(mu+3\*sigma),by=tenth.increment)  
  
x3.df <- data.frame(  
 x = x3  
)  
x3.df

## x  
## 1 -3.0  
## 2 -2.9  
## 3 -2.8  
## 4 -2.7  
## 5 -2.6  
## 6 -2.5  
## 7 -2.4  
## 8 -2.3  
## 9 -2.2  
## 10 -2.1  
## 11 -2.0  
## 12 -1.9  
## 13 -1.8  
## 14 -1.7  
## 15 -1.6  
## 16 -1.5  
## 17 -1.4  
## 18 -1.3  
## 19 -1.2  
## 20 -1.1  
## 21 -1.0  
## 22 -0.9  
## 23 -0.8  
## 24 -0.7  
## 25 -0.6  
## 26 -0.5  
## 27 -0.4  
## 28 -0.3  
## 29 -0.2  
## 30 -0.1  
## 31 0.0  
## 32 0.1  
## 33 0.2  
## 34 0.3  
## 35 0.4  
## 36 0.5  
## 37 0.6  
## 38 0.7  
## 39 0.8  
## 40 0.9  
## 41 1.0  
## 42 1.1  
## 43 1.2  
## 44 1.3  
## 45 1.4  
## 46 1.5  
## 47 1.6  
## 48 1.7  
## 49 1.8  
## 50 1.9  
## 51 2.0  
## 52 2.1  
## 53 2.2  
## 54 2.3  
## 55 2.4  
## 56 2.5  
## 57 2.6  
## 58 2.7  
## 59 2.8  
## 60 2.9  
## 61 3.0

If you choose SAS, do this step in IML.

## Part b

Compute the likelihood and assign this to three columns, L1, L2, L3. These columns will correspond to the values computed for sequences x1, x2 and x3. To make columns L1 and L2 fit in this data table, pad the columns with NA values.

|  |  |  |  |
| --- | --- | --- | --- |
| X | L1 | L2 | L3 |
|  | - | - |  |
|  | - | - |  |
|  | - | - |  |
| … | … | … | … |
|  | - |  |  |
|  | - |  |  |
|  | - |  |  |
| … | … | … | … |
|  |  |  |  |
|  |  |  |  |
|  |  |  |  |
| … | … | … | … |
|  | - | - |  |
|  | - | - |  |

A couple different approaches you might try:

* Use L3 values for all columns, but change values to NA outside the appropriate range (you can use boolean indexes in R).
* Reuse the sequences from Homework 4 to build the data frame, concatenating with sequences of NA as needed.

If you choose SAS, costruct this data in IML, then use CREATE to create a data table.

# Generating sequences for x1.df,x2.df data frames  
 x1 <- seq(from=(mu-sigma),to=(mu+sigma),by=tenth.increment)  
 x2 <- seq(from=(mu-2\*sigma),to=(mu+2\*sigma),by=tenth.increment)  
  
  
  
  
# assigning values for use with data frame setup  
l1 <- (1/(sigma \* sqrt(2 \* pi))) \* (exp(-((x1-mu)^2)/(2\*sigma^2)))  
l2 <- (1/(sigma \* sqrt(2 \* pi))) \* (exp(-((x2-mu)^2)/(2\*sigma^2)))   
l3 <- (1/(sigma \* sqrt(2 \* pi))) \* (exp(-((x3-mu)^2)/(2\*sigma^2)))  
  
  
# Defining L2 and L2 data frames  
L1.df <- data.frame(  
 L1 = l1  
)  
  
L2.df <- data.frame(  
 L2 = l2  
)  
L2.df

## L2  
## 1 0.05399097  
## 2 0.06561581  
## 3 0.07895016  
## 4 0.09404908  
## 5 0.11092083  
## 6 0.12951760  
## 7 0.14972747  
## 8 0.17136859  
## 9 0.19418605  
## 10 0.21785218  
## 11 0.24197072  
## 12 0.26608525  
## 13 0.28969155  
## 14 0.31225393  
## 15 0.33322460  
## 16 0.35206533  
## 17 0.36827014  
## 18 0.38138782  
## 19 0.39104269  
## 20 0.39695255  
## 21 0.39894228  
## 22 0.39695255  
## 23 0.39104269  
## 24 0.38138782  
## 25 0.36827014  
## 26 0.35206533  
## 27 0.33322460  
## 28 0.31225393  
## 29 0.28969155  
## 30 0.26608525  
## 31 0.24197072  
## 32 0.21785218  
## 33 0.19418605  
## 34 0.17136859  
## 35 0.14972747  
## 36 0.12951760  
## 37 0.11092083  
## 38 0.09404908  
## 39 0.07895016  
## 40 0.06561581  
## 41 0.05399097

L3.df <- data.frame (  
 L3 = l3  
)  
  
 #Creating matrix for transition to data frame  
 L.mat <-matrix(nrow = 61,ncol = 4)  
 L.mat[1:61,1] <- x3.df[1:61,1]  
 L.mat[1:61,4] <- L3.df[1:61,1]  
 L.mat[1:61,3] <- L2.df[1:61,1]  
 L.mat[1:61,2] <- L1.df[1:61,1]  
   
   
 #Assigning matrix to data frame  
 L.df <- data.frame(  
 L.mat  
 )  
   
 L.df

## X1 X2 X3 X4  
## 1 -3.0 0.2419707 0.05399097 0.004431848  
## 2 -2.9 0.2660852 0.06561581 0.005952532  
## 3 -2.8 0.2896916 0.07895016 0.007915452  
## 4 -2.7 0.3122539 0.09404908 0.010420935  
## 5 -2.6 0.3332246 0.11092083 0.013582969  
## 6 -2.5 0.3520653 0.12951760 0.017528300  
## 7 -2.4 0.3682701 0.14972747 0.022394530  
## 8 -2.3 0.3813878 0.17136859 0.028327038  
## 9 -2.2 0.3910427 0.19418605 0.035474593  
## 10 -2.1 0.3969525 0.21785218 0.043983596  
## 11 -2.0 0.3989423 0.24197072 0.053990967  
## 12 -1.9 0.3969525 0.26608525 0.065615815  
## 13 -1.8 0.3910427 0.28969155 0.078950158  
## 14 -1.7 0.3813878 0.31225393 0.094049077  
## 15 -1.6 0.3682701 0.33322460 0.110920835  
## 16 -1.5 0.3520653 0.35206533 0.129517596  
## 17 -1.4 0.3332246 0.36827014 0.149727466  
## 18 -1.3 0.3122539 0.38138782 0.171368592  
## 19 -1.2 0.2896916 0.39104269 0.194186055  
## 20 -1.1 0.2660852 0.39695255 0.217852177  
## 21 -1.0 0.2419707 0.39894228 0.241970725  
## 22 -0.9 NA 0.39695255 0.266085250  
## 23 -0.8 NA 0.39104269 0.289691553  
## 24 -0.7 NA 0.38138782 0.312253933  
## 25 -0.6 NA 0.36827014 0.333224603  
## 26 -0.5 NA 0.35206533 0.352065327  
## 27 -0.4 NA 0.33322460 0.368270140  
## 28 -0.3 NA 0.31225393 0.381387815  
## 29 -0.2 NA 0.28969155 0.391042694  
## 30 -0.1 NA 0.26608525 0.396952547  
## 31 0.0 NA 0.24197072 0.398942280  
## 32 0.1 NA 0.21785218 0.396952547  
## 33 0.2 NA 0.19418605 0.391042694  
## 34 0.3 NA 0.17136859 0.381387815  
## 35 0.4 NA 0.14972747 0.368270140  
## 36 0.5 NA 0.12951760 0.352065327  
## 37 0.6 NA 0.11092083 0.333224603  
## 38 0.7 NA 0.09404908 0.312253933  
## 39 0.8 NA 0.07895016 0.289691553  
## 40 0.9 NA 0.06561581 0.266085250  
## 41 1.0 NA 0.05399097 0.241970725  
## 42 1.1 NA NA 0.217852177  
## 43 1.2 NA NA 0.194186055  
## 44 1.3 NA NA 0.171368592  
## 45 1.4 NA NA 0.149727466  
## 46 1.5 NA NA 0.129517596  
## 47 1.6 NA NA 0.110920835  
## 48 1.7 NA NA 0.094049077  
## 49 1.8 NA NA 0.078950158  
## 50 1.9 NA NA 0.065615815  
## 51 2.0 NA NA 0.053990967  
## 52 2.1 NA NA 0.043983596  
## 53 2.2 NA NA 0.035474593  
## 54 2.3 NA NA 0.028327038  
## 55 2.4 NA NA 0.022394530  
## 56 2.5 NA NA 0.017528300  
## 57 2.6 NA NA 0.013582969  
## 58 2.7 NA NA 0.010420935  
## 59 2.8 NA NA 0.007915452  
## 60 2.9 NA NA 0.005952532  
## 61 3.0 NA NA 0.004431848

## Part c

Plot L3 vs X, using formula syntax, with this data table as a parameter to plot, using points as the symbol.

Add points for L2, then L1, using different colors or symbols. Complete the plot by adding vertical lines at and , using colors matching L1 and L2, respectively.

If you use SAS, you will only need to call one SGPLOT block, with multiple series or scatter statements.

If you follow the instructions, you should have a graph of a normal probability distribution with different colors for the parts of the curve representing 1, 2 and 3 standard deviations.

#Assignments for L3 and x3 plots  
x <- c(L.df$X1)  
y <- c(L.df$X4)  
  
#Assignments for L2 and L1 plots  
y2 <- c(L.df$X3)  
y1 <- c(L.df$X2)  
  
# L1, L2, and L3 plots vs x  
plot(x,y,main = "Exercise 2, part c",type="l")  
points(x,y2,col="blue",type="p")  
points(x,y1,col="red",type="l")
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## Part d

Use apply (or similar function), compute the sum of columns L1, L2 and L3, multiplied by tenth.increment. Compare these values with the sums calculated for the previous exercise.

sum(L1.df,L2.df,L3.df) \* tenth.increment

## [1] 2.663923

If you use SAS, you can use PROC SUMMARY for this step.

# Exercise 3

Starting with ‘CookingToMuch.dat’, repeat the analysis from Homework 4, Exercise 5.

Append an appropriate column (named Intercept), with all values of 1, to CookingToMuch.dat, then use column indexes to extract appropriate and variables from CookingToMuch.dat. Do not create new matrices or frames for and . You may to coerce or to matrices.

If you use SAS for this exercise, use the data table CookingToMuch, and use IML functions (USE/READ) to read from this data table into matrices.

Compute and print beta.hat as before, and compare to

lm(CaloriesPerRecipeMean ~ CaloriesPerServingMean,data=CookingTooMuch.dat)

##   
## Call:  
## lm(formula = CaloriesPerRecipeMean ~ CaloriesPerServingMean,   
## data = CookingTooMuch.dat)  
##   
## Coefficients:  
## (Intercept) CaloriesPerServingMean   
## -166.923 8.339

Change the eval flag in this for an alternative model.

lm(CaloriesPerRecipeMean ~ 0 + Intercept + CaloriesPerServingMean,data=CookingTooMuch.dat)

# Exercise 4

This exercise will be similar to Exercise 4 in Homework 4.

## Part a

First, find the minimum and maximum values for ServingsPerRecipeMean.

## Part b

Using your Poisson confidence interval function from Homework 3, Exercise 4, calculate the lower and upper bounds to the minimum and maximum means found in Part a. Set LB as the smallest (single value) of these bounds, set UB as the largest (single value) of these bounds.

## Part c

Create a data frame with a column ‘Y’ as a sequence from floor(LB) to ceiling(UB). Add to this data frame two columns, one the Poisson probability from Homework 4 using the maximum servings per recipe mean, and the other using the minimum servings per recipe mean.

## Part d

Plot both probability series against Y, using different colors. Use formula notation for the plots.

Add to this plot two vertical lines, located at the minimum and maximum mean values. Use the same color as the corresponding probablity curves.

Finally, add two pairs of lines corresonding to the upper and lower CI of the minimum and maximum means, calculated in Part b. Use different line types for these lines.

If you do this exercise in SAS, you can do parts a-c in IML, saving the matrices to a data table and use SGPLOT for part d.

# Exercise 5

I was shopping for a motorcycle this spring, and in researching models, found a list of the fastest production motorcycles (<https://en.wikipedia.org/wiki/List_of_fastest_production_motorcycles>) . I edited this page to create a data table in CSV format.

## Part a

Download the file fastest.csv from D2L and read the file into a data frame or table. Print a summary of the table.

PathToFastest = "C:/Users/drewm/Documents/GitHub/code-stat700/fastest.csv"  
Fastest.dat <- read.csv(PathToFastest,header=TRUE)  
  
summary(Fastest.dat)

## Make Model Initial.Model.Year  
## Kawasaki : 7 V-twin : 3 Min. :1894   
## Brough Superior: 3 650SS : 1 1st Qu.:1920   
## BSA : 2 900SS : 1 Median :1965   
## Ducati : 2 Black Lightning : 1 Mean :1958   
## Honda : 2 CBR1100XX Super Blackbird: 1 3rd Qu.:1990   
## Bimota : 1 F Knucklehead : 1 Max. :2015   
## (Other) :17 (Other) :26   
## Engine CC Horsepower MPH   
## Flat twin : 1 Min. : 216.0 Min. : 2.50 Min. : 22.00   
## Inline four :13 1st Qu.: 904.2 1st Qu.: 41.50 1st Qu.: 88.75   
## Inline three : 2 Median : 996.5 Median : 77.00 Median :128.50   
## Parallel twin: 3 Mean : 940.2 Mean : 94.65 Mean :126.35   
## Single : 3 3rd Qu.:1001.2 3rd Qu.:150.75 3rd Qu.:174.50   
## V-four : 1 Max. :1500.0 Max. :310.00 Max. :249.00   
## V-twin :11 NA's :2

## Part b

To show that the data was read correctly, create three plots. Plot

1. Make vs Engine
2. Horsepower vs Engine
3. MPH vs Horsepower

These three plots should reproduce the three types of plots shown in the RegressionEtcPlots video, **Categorical vs Categorical**, **Continuous vs Continuous** and **Continuous vs Categorical**. Add these as titles to your plots, as appropriate.

#Categorical vs Categorical plot  
plot(main="Categorical vs Categorical",Make~Engine,data = Fastest.dat)
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#Continous vs Categorical plot  
plot(main = "Continous vs Categorical", Horsepower~Engine,data = Fastest.dat)

![](data:image/png;base64,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)

#Continuous vs Continous plot  
plot(main = "Continuous vs Continous", MPH~Horsepower,data = Fastest.dat)

![](data:image/png;base64,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)

# Exercise 6

## Part a

Go to <http://www.itl.nist.gov/div898/strd/anova/AtmWtAg.html> and download the file listed under Data File in Table Format (ttps://www.itl.nist.gov/div898/strd/anova/AtmWtAgt.dat)

#File has been downloaded as requested

## Part b

Edit this into a file that can be read into R or SAS, or find an appropriate function that can read the file as-is. You will need to upload this file to D2L along with your Rmd/SAS files. Provide a brief comment on changes you make, or assumptions about the file needed for you file to be read into R/SAS. Read the file into a data frame or data table.

#Comment: No file editing was done. File was downloaded and the code provided access to the necessary file and data.  
  
#Path information for reading file from local machine  
PathToAtmWtAgt = "C:/Users/drewm/Documents/GitHub/code-stat700/AtmWtAgt.dat"  
  
#Assigning data from file to data frame  
AtmWtAgt.df <- read.delim(PathToAtmWtAgt,header=TRUE,skip= 57,sep = "",as.is=TRUE)  
  
#Displaying data in dataframe  
AtmWtAgt.df

## X1 X2  
## 1 107.8682 107.8681  
## 2 107.8681 107.8681  
## 3 107.8682 107.8682  
## 4 107.8682 107.8681  
## 5 107.8681 107.8682  
## 6 107.8682 107.8681  
## 7 107.8682 107.8682  
## 8 107.8681 107.8681  
## 9 107.8682 107.8681  
## 10 107.8682 107.8681  
## 11 107.8682 107.8682  
## 12 107.8681 107.8681  
## 13 107.8681 107.8681  
## 14 107.8682 107.8681  
## 15 107.8682 107.8681  
## 16 107.8682 107.8682  
## 17 107.8681 107.8681  
## 18 107.8682 107.8682  
## 19 107.8682 107.8681  
## 20 107.8681 107.8681  
## 21 107.8681 107.8681  
## 22 107.8681 107.8681  
## 23 107.8682 107.8681  
## 24 107.8681 107.8681

## Part c

Calculate mean, sd and sample size for the two columns in this data; printing the results. You should store the values in variables. Use function(s) from Homework 3 to answer these two questions:

1. Is the difference between the two columns a small, medium or large effect size?
2. Is the difference between the two columns statistically significant?

Do this by printing function call(s) and results.

#Cohen D function  
d\_12 <- function(m\_1,m\_2,s\_1,s\_2) {  
 d\_12\_var <- (abs(m\_1-m\_2))/(sqrt((s\_1^2 + s\_2^2)/2))  
 return(d\_12\_var)  
}  
  
#Fisher LSD funtion  
fisher.lsd <- function(s\_i, n\_i, s\_j, n\_j, alpha=0.05) {  
 s2 <- ((n\_i-1)\*s\_i^2 + (n\_j-1)\*s\_j^2) / ((n\_i-1)+(n\_j-1))  
 critical.t <- qt(1 - alpha/2,n\_i+n\_j-2)  
 return(critical.t\*sqrt(s2\*(1/n\_i + 1/n\_j)))  
}  
  
# Function for chi^2 calcuations  
  
chisq.ci <- function(x,alpha=0.05) {  
p\_lower <- alpha/2  
p\_upper <- (1-alpha)/2  
df\_lower <- 2\*x  
df\_upper <- 2\*(x+1)  
local.chisqlower <- qchisq(p\_lower, df\_lower, ncp = 0, lower.tail = TRUE, log.p = FALSE)/2  
local.chisqupper <- qchisq(p\_upper, df\_upper, ncp = 0, lower.tail = TRUE, log.p = FALSE)  
return(list(chisqlower = local.chisqlower,chisqupper = local.chisqupper))  
}  
  
# pwr.t.test(n = , d = , sig.level =0.05 , power =NULL , type = c("two.sample", "one.sample", "paired"))  
  
#Mean, SD, and Sample Size for column 1  
AtmWtAgt1.mean <- mean(AtmWtAgt.df$X1,na.rm = TRUE)  
m\_1<-AtmWtAgt1.mean  
m\_1

## [1] 107.8682

AtmWtAgt1.SD <- sd(AtmWtAgt.df$X1)  
s\_1<-AtmWtAgt1.SD  
s\_1

## [1] 1.306311e-05

AtmWtAgt1.SampleSize <- chisq.ci(18,alpha = 0.05)  
AtmWtAgt1.SampleSize

## $chisqlower  
## [1] 10.66794  
##   
## $chisqupper  
## [1] 36.79701

#Mean, SD and Sample Size for Column 2  
AtmWtAgt2.mean <- mean(AtmWtAgt.df$X2,na.rm = TRUE)  
m\_2 <- AtmWtAgt2.mean  
m\_2

## [1] 107.8681

AtmWtAgt2.SD <- sd(AtmWtAgt.df$X2)  
s\_2<-AtmWtAgt2.SD  
s\_2

## [1] 1.690168e-05

AtmWtAgt2.SampleSize <- chisq.ci(18,alpha = 0.05)  
AtmWtAgt2.SampleSize

## $chisqlower  
## [1] 10.66794  
##   
## $chisqupper  
## [1] 36.79701

d\_12(m\_1,m\_2,s\_1,s\_2)

## [1] 1.152777

fisher.lsd(s\_1, sample.size , s\_2, sample.size , alpha=0.05)

## [1] 1.023224e-05

#Q1 Answer: small  
#Q2 Answer: No